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Abstract In this paper, we consider two vector versions of Minty’s Lemma and obtain exis-
tence theorems for three kinds of vector variational-like inequalities. The results presented
in this paper are extension and improvement of the corresponding results of other authors.
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1 Introduction

Since Giannessi [9] introduced the vector variational inequality (VVI) in finite dimensional
Euclidian space, many authors have intensively studied (VVI) and its various extensions.
Several authors have investigated relationships between (VVI) and vector optimization prob-
lems, vector complementarity problem. For details we refer to Chen [3], Chen and Yang [4],
Daniilidis and Hadjisavvas [6], Giannessi [10,11], Giannessi and Maugeri [12], Giannessi
and Maugeri [13], Huang and Fang [14], Konnov and Yao [18], Yang [22], Yang and Goh
[23], and Zeng and Yao [24] and reference therein. The vector variational-like inequalities
(VVLI), a generalization of (VVI) was studied by Ansari, Siddiqi and Yao [1], Chiang [5],
Fang and Huang [8], Jabarootian and Zafarani [16], Lin [20], Yang [22]. Minty’s Lemma has
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been shown to be an important tool in the variational field including variational inequality
problems, obstacle problems, confined plasmas, free boundary problems, elasticity problems
and stochastic optimal control problems when the operator is monotone and the domain is
convex; see Baiocchi and Capelo [2] and Giannessi [10]. Lee and Lee [19] obtained a vector
version of Minty’s lemma using Nadler’s result [21] and with their result they considered two
kinds of vector variational-like inequalities for set-valued mappings under certain pseudo-
monotonicity condition and certain new hemicontinuity condition, respectively. Motivated
by the above works, we first obtain two vector versions of Minty’s Lemma and deduce exis-
tence theorems for the solvability of three classes of vector variational-like inequalities in
normed spaces. In fact we prove the solvability results for these classes of generalized vector
variational-like inequalities under certain pseudomonotonicity assumptions. We also prove
the solvability of these classes of generalized vector variational-like inequalities without
monotonicity assumptions.

2 Preliminaries

Let X and Y be two normed spaces and let L(X, Y ) denote the family of all continuous
linear operators from X into Y equipped with the uniform convergence norm. When Y is
the set R of real numbers, L(X, Y ) is the usual dual space X∗ of X . For any x ∈ X and
any u ∈ L(X, Y ), we shall write the value u(x) as 〈u, x〉. We suppose throughout this paper
that K is a nonempty and convex subset of X, T : K ⇒ L(X, Y ) is a set-valued mapping,
η : K × K −→ X and f : K × K −→ Y are functions, and {C(x) : x ∈ K } is a family of
closed, convex and pointed cones of Y .

Let C be a closed, convex and pointed cone with intC �= ∅. Then a partial order ≤C in Y
is defined as for y1, y2 ∈ Y

y1 ≤C y2 ⇔ y2 − y1 ∈ C. (1)

Note that C �= Y iff 0 /∈ intC.
The purpose of this article is to prove the existence of solutions to the following three kinds
of vector variational-like inequalities:

Problem (1): Find x0 ∈ K such that

〈T (y), η(y, x0)〉 + f (y, x0) � −intC(x0), ∀y ∈ K .

Problem (2): Find x0 ∈ K such that

〈T (x0), η(y, x0)〉 + f (y, x0) � −intC(x0), ∀y ∈ K .

Problem (3): Find x0 ∈ K such that

〈T (y), η(x0, y)〉 + f (x0, y) � intC(x0), ∀y ∈ K .

We recall the following concepts and results which are essential in the sequel.

Definition 2.1 A set-valued mapping T : K ⇒ L(X, Y ) is said to be

(1) η- f pseudomonotone-type (I) if for each x, y ∈ K ,

〈T (x), η(y, x)〉 + f (y, x) � −intC(x) �⇒ 〈T (y), η(y, x)〉 + f (y, x) � −intC(x).
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(2) η- f pseudomonotone-type (II) if for each x, y ∈ K ,

〈T (x), η(y, x)〉 + f (y, x) � −intC(x) �⇒ 〈T (y), η(x, y)〉 + f (x, y) � intC(x).

Definition 2.2 A set-valued mapping F : K ⇒ Y is said to be C-convex where C is a
convex cone in Y if for all x, y ∈ K and t ∈ [0, 1], we have

(1 − t)F(x) + t F(y) ⊆ F((1 − t)x + t y) + C.

Lemma 2.1 [3]. Let (Y, C) be an ordered topological vector space with a closed, convex
and pointed cone C with intC �= ∅. Then ∀x, y ∈ Y , one has

(1) y − x ∈ intC and y /∈ intC ⇒ x /∈ intC.

(2) y − x ∈ C and y /∈ intC ⇒ x /∈ intC.

(3) y − x ∈ −intC and y /∈ −intC ⇒ x /∈ −intC.

(4) y − x ∈ −C and y /∈ −intC ⇒ x /∈ −intC.

Lemma 2.2 [21]. Let (X, ‖.‖) be a normed space and H be a Hausdorff metric on the col-
lection C B(X) of all nonempty, closed and bounded subsets of X, induced by a metric d in
terms of d(u, v) = ‖u − v‖, which is defined by

H(U, V ) = max(sup
u∈U

inf
v∈V

‖u − v‖, sup
v∈V

inf
u∈U

‖u − v‖),

for U and V in C B(X). If U and V are compact sets in X, then for each u ∈ U, there exists
v ∈ V such that ‖u − v‖ ≤ H(U, V ).

Definition 2.3 Let X and Y be normed spaces. A set-valued mapping T : K ⇒ L(X, Y )

with compact values is said to be H-hemicontinuous on K if for every x, y ∈ K , the mapping
t → H(T (x + t (y −x)), T (x)) is continuous at 0+, where H is the Hausdorff metric defined
on C B(L(X, Y )).

Let X be a nonempty set, we shall denote by F(X) the family of all nonempty finite
subsets of X . Let Y be a nonempty set, X a topological space and F : Y ⇒ X a set-valued
mapping. Then F is said to be transfer closed-valued iff ∀(y, x) ∈ Y × X with x �∈ F(y),
∃y′ ∈ Y, such that x �∈ clF(y′). It is clear that this definition is equivalent to:

⋂

y∈Y

F(y) =
⋂

y∈Y

clF(y).

If B ⊆ Y and A ⊆ X , then we call F : B ⇒ A transfer closed-valued iff the multi-valued
mapping y → F(y)

⋂
A is transfer closed-valued. When X = Y and A = B, we call F

transfer closed-valued on A. Let K be a convex subset of a vector space X . Then a map-
ping F : K ⇒ X is called a KKM mapping iff for each nonempty finite subset A of K ,
convA ⊂ F(A), where convA denotes the convex hull of A, and F(A) = ∪{F(x) : x ∈ A}.
Lemma 2.3 [7]. Let K be a nonempty and convex subset of a Hausdorff t.v.s. X. Suppose
that �,
�̂ : K ⇒ K are two set-valued mappings such that the following conditions are satisfied:

(A1) �̂(x) ⊆ �(x), ∀x ∈ K ,
(A2) �̂ is a KKM map,
(A3) ∀A ∈

F(K ), � is transfer closed-valued on convA,
(A4) ∀A ∈ F(K ), clK (

⋂
x∈convA �(x)) ∩ convA = (

⋂
x∈convA �(x)) ∩ convA,
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(A5) there is a nonempty compact convex set B ⊆ K , such that clK (
⋂

x∈B �(x)) is compact.

Then,
⋂

x∈K �(x) �= ∅.

Remark 2.1 When � is closed-valued, then conditions (A3)–(A4) are trivially satisfied.

3 Vector variational-like inequalities with monotonicity

In this section, we prove the solvability of (VVLI) with monotone set-valued mappings.
In order to establish an existence result for problem (II), we state and prove the following

generalized vector version of Minty’s lemma first.

Lemma 3.1 Let X and Y be two normed spaces. Assume that T : K ⇒ L(X, Y ) is η- f
pseudomonotone type(I ) and H-hemicontinuous with compact values. If

(1) for any fixed x, y, z ∈ K , the set-valued mapping
y ⇒ 〈T (z), η(y, x)〉 + f (y, x) is C(x)-convex and

(2) for each x, y ∈ K , 〈T (y), η(x, x)〉 + f (x, x) ⊆ −C(x),

then Problems (I) and (II) are equivalent.

Proof Since T is η- f pseudomonotone type(I), therefore any solution of Problem (II) is also
a solution for Problem(I).

Conversely, suppose that we can find x0 ∈ K , such that for each y ∈ K

〈T (y), η(y, x0)〉 + f (y, x0) � −intC(x0).

We consider yt = x0 + t (y − x0) ∈ K for t ∈ (0, 1). Replacing y by yt in the above
inequality, we deduce

〈T (yt ), η(yt , x0)〉 + f (yt , x0) � −intC(x0). (2)

By condition (1), we have

t[〈T (yt ), η(y, x0)〉 + f (y, x0)] + (1 − t)[〈T (yt ), η(x0, x0)〉 + f (x0, x0)]
� 〈T (yt ), η(yt , x0)〉 + f (yt , x0) + C(x0). (3)

From (1) and Lemma 2.1, we have

〈T (yt ), η(yt , x0)〉 + f (yt , x0) + C(x0) � −intC(x0). (4)

Hence, (2), (3) and condition (2) imply that

〈T (yt ), η(y, x0)〉 + f (y, x0) � −intC(x0). (5)

Since T (yt ) and T (x0) are compact, from Lemma 2.2 it follows that for each fixed vt ∈ T (yt )

there exists ut ∈ T (x0) such that

‖vt − ut‖ ≤ H(T (yt ), T (x0)).

As T (x0) is compact, without loss of generality, we may suppose that ut → u0 ∈ T (x0) as
t → 0+. Since T is H-hemicontinuous, H(T (yt ), T (x0)) → 0 as t → 0+. Thus one has

‖vt − u0‖ ≤ ‖vt − ut‖ + ‖ut − u0‖ ≤ H(T (yt ), T (x0)) + ‖ut − u0‖,

123



J Glob Optim (2008) 40:463–473 467

as t → 0+. Therefore, letting t → 0+, we obtain

‖〈(vt − u0), η(y, x0)〉‖ ≤ ‖vt − u0‖‖η(y, x0)‖ → 0.

Since Y \ −intC(x0) is closed, hence from (4) we deduce that

〈u0, η(y, x0)〉 + f (y, x0) /∈ −intC(x0).

Thus,

〈T (x0), η(y, x0)〉 + f (y, x0) � −intC(x0).

Remark 3.1 Lemma 3.1 generalizes Lemma 2.1 of Ref. [14]. It also improves Lemma 2.3 of
[24] if we replace their mapping T oA, by our mapping T .

Theorem 3.1 Assume that T : K ⇒ L(X, Y ) is η- f pseudomonotone type(I), H-hemicon-
tinuous and compact valued. Suppose that the following conditions are satisfied:

(1) The set-valued mapping W : K ⇒ Y defined by W (x) = Y \ −intC(x) is w × τ -
closed, where w is the weak topology of X.

(2) f and η are weak-norm continuous in the second argument.
(3) For each x, y ∈ K ,

〈T (y), η(x, x)〉 + f (x, x) ⊆ −C(x) and 〈T (x), η(x, x)〉 + f (x, x) = {0}.
(4) For any fixed x, y, z ∈ K , the set-valued mapping

y ⇒ 〈T (z), η(y, x)〉 + f (y, x) is C(x)-convex.
(5) There exist a nonempty weak compact set M ⊂ K and a nonempty weak compact

convex set B ⊂ K such that for each x ∈ K \ M, there is y ∈ B such that

〈T (y), η(y, x)〉 + f (y, x) ⊆ −intC(x).

Then Problem (II) holds.

Proof We show that for each y ∈ K , the set

�(y) = {x ∈ K : 〈T (y), η(y, x)〉 + f (y, x) � −intC(x)}
is weakly closed. Let {xβ} be a net in �(y) weakly convergent to x0 ∈ K . Since xβ ∈ �(y)

there exists vβ ∈ T (y) satisfying

zβ = 〈vβ, η(y, xβ)〉 + f (y, xβ) /∈ −intC(xβ),

then zβ ∈ W (xβ) and hence (xβ, zβ) ∈ Gr (W ). Since T (y) is compact, {vβ} has a con-
vergent subnet in T (y). Let {vλ} be a subnet of {vβ} that converges to v0 ∈ T (y). By
continuity of η, {η(y, xλ)} is a convergent net with norm. Hence, there exists λ0 such that
the set {η(y, xλ) : λ ≥ λ0} is norm bounded and therefore, by Proposition 2.3 of Ref. [5] and
continuity of f in the second argument, we have

z0 = lim
λ≥λ0

zλ = 〈v0, η(y, x0)〉 + f (y, x0).

Since Gr (W ) is w × τ -closed, then (x0, z0) ∈ Gr (W ) and hence,

〈v0, η(y, x0)〉 + f (y, x0) /∈ −intC(x0).

Thus, x0 ∈ �(y), this means �(y) is weakly closed. Now, for each y ∈ K , we define the
set-valued mapping �̂ : K ⇒ K by

�̂(y) := {x ∈ K : 〈T (x), η(y, x)〉 + f (y, x) � −intC(x)}.
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We show that �̂ is a KKM mapping. Since if �̂ is not a KKM mapping, then there exists
{x1, x2, . . . , xn} ⊂ K , ti ≥ 0, i = 1, 2, . . . , n with �n

i=1ti = 1 such that x = �n
i=1ti xi /∈

∪n
i=1�̂(xi ). Thus for any i = 1, 2, . . . , n, we have

〈T (x), η(xi , x)〉 + f (xi , x) ⊆ −intC(x),

therefore, we deduce

�n
i=1ti 〈T (x), η(xi , x)〉 + �n

i=1ti f (xi , x) ⊆ −intC(x). (6)

On the other hand by (iv),

〈T (x), η(x, x)〉 + f (x, x) − �n
i=1ti [〈T (x), η(xi , x)〉 + f (xi , x)] ⊆ −C(x). (7)

Thus by (5), (6) and the second part of condition (3), we have

〈T (x), η(x, x)〉 + f (x, x) = {0} � −intC(x), (8)

which contradicts C(x) �= Y. Hence, �̂ is a KKM mapping. Since T is η- f pseudomonotone
type (I), we have �̂(y) ⊆ �(y) for each y ∈ K . Thus all of the conditions of Lemma 2.3 are
fulfilled by the mappings �̂ and �. Therefore,

⋂

y∈K

�(y) �= ∅.

Hence, Problem (I) holds. Since Lemma 3.1 implies the equivalence between Problem (I)
and (II), the result follows.

Remark 3.2 Theorem 3.1 generalizes Theorem 2.1 of Ref. [14]. It also improves Theorem
2.1 of [24] if we replace their mapping T oA, by our mapping T .

Corollary 3.1 Let K be a nonempty convex subset of a reflexive Banach space X with 0 ∈ K
and Y be a normed space. Assume that T : K ⇒ L(X, Y ) is η- f pseudomonotone type(I)
and H-hemicontinuous with compact values. Suppose that the conditions (1)–(4) of Theorem
3.1 are satisfied and there exists some r > 0 such that

〈T (x), η(0, x)〉 + f (0, x) ⊆ −intC(x), x ∈ K with ‖x‖ = r. (9)

Then Problem (II) holds.

Proof Let Br = {x ∈ X : ‖x‖ ≤ r}. By Theorem 3.1, there exists xr ∈ K ∩ Br such that

〈T (xr ), η(y, xr )〉 + f (y, xr ) �⊆ −intC(xr ), ∀y ∈ K ∩ Br . (10)

Putting y = 0 in the above inequality, one has

〈T (xr ), η(0, xr )〉 + f (0, xr ) �⊆ −intC(xr ). (11)

Combining (8) and (10), we deduce that ‖xr‖ < r. For any z ∈ K , choose t ∈ (0, 1) small
enough such that zt = (1 − t)xr + t z ∈ K ∩ Br , hence from (9), one has

〈T (xr ), η(zt , xr )〉 + f (zt , xr ) �⊆ −intC(xr ). (12)

Condition (4) implies that

t[〈T (xr ), η(z, xr )〉 + f (z, xr )] + (1 − t)[〈T (xr ), η(xr , xr )〉 + f (xr , xr )]
� 〈T (xr ), η(zt , xr )〉 + f (zt , xr ) + C(xr ). (13)
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Then from (11), (12), the second part of condition (3) and Lemma 2.1, we deduce

〈T (xr ), η(z, xr )〉 + f (z, xr ) � −intC(xr ), ∀z ∈ K . (14)

This completes the proof.

Remark 3.3 Corollary 3.1 improves Theorem 2.1 of Ref. [24] in many aspects if we replace
their mapping T oA, by our mapping T .

Theorem 3.2 Assume that T : K ⇒ L(X, Y ) is η- f pseudomonotone type(I) and
H-hemicontinuous with compact values. Suppose that the following conditions are satisfied:

(1) The set-valued mapping W : K ⇒ Y defined by W (x) = Y \ −intC(x) is closed.
(2) f and η are continuous in the second argument.
(3) For each x, y ∈ K ,

〈T (y), η(x, x)〉 + f (x, x) ⊆ −C(x) and 〈T (x), η(x, x)〉 + f (x, x) = {0}.
(4) For any fixed x, y, z ∈ K , the set-valued mapping

y ⇒ 〈T (z), η(y, x)〉 + f (y, x) is C(x)-convex.
(5) There exist a nonempty compact set M ⊂ K and a nonempty compact convex set

B ⊂ K such that for each x ∈ K \ M, there is y ∈ B such that

〈T (y), η(y, x)〉 + f (y, x) ⊆ −intC(x).

Then Problem (II) holds.

Proof By a similar proof as that of Theorem 3.1, one can deduce the result.

Remark 3.4 Theorem 3.2 is a generalized version of Corollary 2.1 of Ref. [24].

In the following we will establish another vector version of Minty’s Lemma.

Lemma 3.2 Let X and Y be two normed spaces. Assume that T : K ⇒ L(X, Y ) is η- f
pseudomonotone type(II) and H-hemicontinuous with compact values. If

(1) for each x, y ∈ K , 〈T (y), η(y, y)〉 + f (y, y) ⊆ C(x),

(2) for each x, y, z ∈ K , the set-valued mapping
y ⇒ 〈T (z), η(y, z)〉 + f (y, z) is C(x)-convex and

(3) f and η are continuous,

then, Problems (II) and (III) are equivalent.

Proof Since T is η- f pseudomonotone type(II), therefore any solution of Problem (II) is
also a solution for Problem(III).

Conversely, suppose that we can find x0 ∈ K , such that for each y ∈ K

〈T (y), η(x0, y)〉 + f (x0, y) � intC(x0).

We consider yt = x0 + t (y − x0) ∈ K for t ∈ (0, 1). Replacing y by yt in the above
inequality, we deduce

〈T (yt ), η(x0, yt )〉 + f (x0, yt ) � intC(x0). (15)
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From condition (1), we obtain that

〈T (yt ), η(yt , yt )〉 + f (yt , yt ) � C(x0). (16)

Hence, condition (2) and (15) imply that

t[〈T (yt ), η(y, yt )〉 + f (y, yt )] + (1 − t)[〈T (yt ), η(x0, yt )〉 + f (x0, yt )] � C(x0). (17)

Therefore, from (14) and (16) and Lemma 1.1, we have

〈T (yt ), η(y, yt )〉 + f (y, yt ) � −intC(x0). (18)

Now since T (yt ) and T (x0) are compact, and T is H-hemicontinuous, by the same argu-
ment as that of the proof of Lemma 3.1, for each vt ∈ T (yt ) we can find u0 ∈ T (x0)

such that vt → u0 ∈ T (x0) as t → 0+. By continuity of η and f in the second argu-
ment, η(y, yt ) → η(y, x0) and f (y, yt ) → f (y, x0) as t → 0+, respectively. Furthermore,
{η(y, yt )} is bounded for a sufficiently small t > 0. Thus by Proposition 2.3 of [5]

〈vt , η(y, yt )〉 + f (y, yt ) → 〈u0, η(y, x0)〉 + f (y, x0) (19)

as t → 0+. Since Y \ −intC(x0) is closed, hence from (17) and (18) we deduce that

〈u0, η(y, x0)〉 + f (y, x0) /∈ −intC(x0).

Therefore,

〈T (x0), η(y, x0)〉 + f (y, x0) � −intC(x0), ∀y ∈ K .

Remark 3.5 If for each x, y, z ∈ K , the mapping y �−→ 〈T (z), η(y, x)〉 + f (y, x) is affine,
then condition (2) is satisfied. Hence, the above Lemma improves Theorem 3.1 of Ref. [17]
and therefore Theorem 2.3 of Ref. [19], if we replace their mapping T oA, by our map-
ping T . In the proof of Lemma 3.2 in condition (3), the continuity of f and η in the second
argument is sufficient. Lemma 3.2 is also a vector version of Lemmas 6.1 and 6.2 of Ref. [15].

Theorem 3.3 Let X and Y be normed spaces. Assume that all of the conditions of Lemma
3.2 are satisfied and

(1) The set-valued mapping W : K ⇒ Y defined by W (x) = Y \ intC(x) is closed.
(2) There exist a nonempty compact set M ⊂ K and a nonempty compact convex set

B ⊂ K such that for each x ∈ K \ M, there is y ∈ B such that

〈T (y), η(x, y)〉 + f (x, y) ⊆ intC(x).

Then Problem (II) holds.

Proof For each y ∈ K , we define the set-valued mapping �̂ : K ⇒ K by

�̂(y) := {x ∈ K : 〈T (x), η(y, x)〉 + f (y, x) � −intC(x)}.
We show that �̂ is a KKM mapping. Since if �̂ is not a KKM mapping, then there exists
{x1, x2, . . . , xn} ⊂ K , ti ≥ 0, i = 1, 2, . . . , n with �n

i=1ti = 1 such that x = �n
i=1ti xi /∈

∪n
i=1�̂(xi ). Thus for any i = 1, 2, . . . , n, we have

〈T (x), η(xi , x)〉 + f (xi , x) ⊆ −intC(x),

therefore, we deduce

�n
i=1ti 〈T (x), η(xi , x)〉 + �n

i=1ti f (xi , x) ⊆ −intC(x). (20)
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and by condition (2) of Lemma 3.2, we have

〈T (x), η(x, x)〉 + f (x, x) − �n
i=1ti [〈T (x), η(xi , x)〉 + f (xi , x)] ⊆ −C(x), (21)

From (19), (20) and condition (1) of Lemma 3.2, we obtain

〈T (x), η(x, x)〉 + f (x, x) ⊆ C(x) ∩ −intC(x), (22)

which is a contradiction. Hence, �̂ is a KKM mapping.
Now for each y ∈ K , we define the set-valued mapping � : K ⇒ K by

�(y) = {x ∈ K : 〈T (y), η(x, y)〉 + f (x, y) � intC(x)}.
Since T is η- f pseudomonotone type (II), we have �̂(y) ⊆ �(y) for each y ∈ K . We will
show that for each y ∈ K , �(y) is closed. Let {xn} be a sequence in �(y) convergent to
x0 ∈ K . Since xn ∈ �(y) there exists vn ∈ T (y) satisfying

zn = 〈vn, η(xn, y)〉 + f (xn, y) /∈ intC(xn)

Therefore, zn ∈ W (xn) and hence (xn, zn) ∈ Gr (W ). Since T (y) is compact, {vn} has a
convergent subsequence in T (y). Let {vm} be such a subsequence of {vn} that converges
to v0 ∈ T (y). By continuity of η, {η(xm, y)} is a convergent sequence. Hence, it is norm
bounded and therefore, by Proposition 2.3 of [5] and continuity of f , we have

z0 = lim
m

zm = 〈v0, η(x0, y))〉 + f (x0, y).

Since Gr (W ) is closed, then (x0, z0) ∈ Gr (W ) and hence,

〈v0, η(x0, y))〉 + f (x0, y)) /∈ intC(x0).

Thus, x0 ∈ �(y), this means �(y) is closed. Thus all of the conditions of Lemma 2.3 are
fulfilled by the mappings �̂ and �. Therefore,

⋂

y∈K

�(y) �= ∅.

Hence, Problem (III) holds and from Lemma 3.2, Problem (II) is deduced.

Remark 3.6 The above result improves Theorem 3.2 of Ref. [17] and Theorem 3.2 of Ref.
[19], if we replace their mapping T oA, by our mapping T . Theorem 3.3 is also a vector
version of Theorem 6.2 of Ref. [16].

4 Vector variational-like inequalities without monotonicity

In this section, some existence results for vector variational-like inequality problem without
any monotonicity are obtained. We suppose that {C(x) : x ∈ K } is a family of closed and
convex cones in Y .

Theorem 4.1 Assume that the conditions (iii)–(iv) of Theorem 3.1 are satisfied and the set-
valued mapping � : K ⇒ K defined by

�(y) = {x ∈ K : 〈T (x), η(y, x)〉 + f (y, x) � −intC(x)}
is weakly closed valued. If there exist a nonempty weak compact set M ⊂ K and a nonempty
weak compact convex set B ⊂ K such that for each x ∈ K \ M, there is y ∈ B such that
x �∈ �(y), then Problem (II) holds.
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Proof By the same argument as that of the second part of the proof of Theorem 3.1, one can
deduce that � = �̂ is a KKM mapping. Hence the result follows from Lemma 2.3.

Remark 4.1 Theorem 4.1 generalizes Theorem 2.2 of Ref. [14] in many aspects. It also
improves Theorem 3.1 of Ref. [24] if we replace their mapping T oA, by our mapping T .

Corollary 4.1 Let X and Y be normed spaces and let T : K ⇒ L(X, Y ) be a set-valued
mapping. Assume that the following conditions are satisfied:

(1) For each y ∈ K , the set-valued mapping defined by

�(y) = {x ∈ K : 〈T (x), η(y, x)〉 + f (y, x) � −intC(x)}
is closed valued

(2) For each x, y, z ∈ K , the set-valued mapping y ⇒ 〈T (z), η(y, y)〉 + f (y, y) is C(x)-
convex in the first argument.

(3) For each x, y ∈ K , 〈T (x), η(y, y)〉 + f (y, y) ⊆ C(x),
(4) There exist a nonempty compact set M ⊂ K and a nonempty compact convex set

B ⊂ K such that for each x ∈ K \ M, there is y ∈ B such that x �∈ �(y).

Then Problem (II) holds.

Proof By the same argument as that of the first part of the proof of Theorem 3.3, one can
deduce that � = �̂ is a KKM mapping. Hence the result follows from Lemma 2.3.

Remark 4.2 Corollary 4.1 generalizes Theorem 2.1 of Ref. [14]. It also improves Theorem
3.2 of Ref. [24] if we replace their mapping T oA, by our mapping T .
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References

1. Ansari, Q.H., Siddiqi, A.H., Yao, J.C.A. : Generalized vector variational-like inequalities and their scalar-
izations. In: Giannessi, F. (ed.) Vector Variational Inequalities and Vector Equilibria, pp. 17–37. Kluwer
Academic Publishers, Dordrecht, Holland (2000)

2. Baiocchi, C., Capelo, A.: Variational and Quasi-variational Inequalities, Applications to Free Boundary
Problems. Weily, New York (1984)

3. Chen, G.Y.: Existence of solutions for a vector variational inequality. An extension of Hartman-
Stampacchia theorem. J. Optim. Theory Appl. 74, 445–456 (1992)

4. Chen, G.Y., Yang, X.Q.: The vector complementarity problem and its equivalence with the weak minimal
element in ordered spaces. J. Math. Anal. Appl. 153, 136–158 (1990)

5. Chiang, Y.: Semicontinuous mapping in t. v. s. with applications to mixed vector variational-like inequal-
ities. J. Global Optim. 32, 467–486 (2005)

6. Daniilidis, A., Hadjisavvas, N.: Existence theorems for vector variational inequalities. Bull. Austral.
Math. Soc. 54, 473–481 (1996)

7. Fakhar, M., Zafarani, J.: Generalized vector equilibrium problems for pseudomonotone bifunctions. J.
Optim. Theory Appl. 126, 109–124 (2005)

8. Fang, Y.P., Huang, N.J.: Variational-like inequalities with generalized monotone mapping in Banach
spaces. J. Optim. Theory Appl. 118, 327–338 (2003)

9. Giannessi F.: Theorems of the alternative quadratic programs and complementarity prob- lems. In: Cot-
tle R.W., Giannessi F., Lions J.L. (eds.) Variational Inequalities and Complementarity Problems, pp.
151–186. John Wiley, Chichester (1980)

10. Giannessi, F.: On Minty Variational Principle, New Trends in Mathematical Programming. Kluwer
Academic Publishers, Dordrecht, Netherlands (1997)

123



J Glob Optim (2008) 40:463–473 473

11. Giannessi, F. (ed.): Vector Variational Inequalities and Vector Equilibria. Kluwer Academic Publish-
ers, Dordrecht, Holland (2000)

12. Giannessi, F., Maugeri, A.: Variational Inequalities and Network Equilibrium Problems. Plenum
Press, New York (1995)

13. Giannessi, F., Maugeri, A.: Variational Analysis and Applications, Non convex Optimization and Its
Applications, vol. 79. Springer, New York (2005)

14. Huang, N.J., Fang, Y.P.: On vector variational-like inequalities in reflexive Banach spaces. J. Global
Optim. 32, 495–505 (2005)

15. Jabarootian, T., Zafarani, J.: Generalized invariant monotonicity and invexity of nondifferentiable func-
tions. J. Global Optim. 36, 537–564 (2006)

16. Jabarootian, T., Zafarani, J.: Generalized vector variational-like inequalities, J. Optim. Theory Appl.
135(2), November (2007)

17. Khan, M.F., Salahuddin: On generalized vector variational-like inequalities. Nonlinear Anal. 59, 879–
889 (2004)

18. Konnov, I.V., Yao, J.C.: On the generalized vector variational inequality problem. J. Math. Anal.
Appl. 206, 42–58 (1997)

19. Lee, B.S., Lee, G.M.: A vector version of Minty lemma and applications. Appl. Math. Lett. 12, 43–
50 (1999)

20. Lin, L.J.: Pre-vector variational inequalities. Bull. Austral. Math. Soc. 53, 63–70 (1996)
21. Nadler, S.B. Jr.: Multi-valued contraction mappings. Pacific J. Math. 30, 475–488 (1969)
22. Yang, X.Q.: On vector variational inequalities: application to vector equilibria. J. Optim. Theory

Appl. 95, 729–734 (1997)
23. Yang, X.Q., Goh, C.J.: On vector variational inequality with application to vector traffic equilibria. J.

Optim. Theory Appl. 95, 431–443 (1997)
24. Zeng, L., Yao, J.: Existence of solutions of generalized vector variational inequalities in reflexive Banach

spaces. J. Global Optim. 36, 483–497 (2006)

123


	Minty's lemma and vector variational-like inequalities
	Abstract
	Introduction
	Preliminaries
	Vector variational-like inequalities with monotonicity
	Vector variational-like inequalities without monotonicity
	Acknowledgements


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002d00730062006d002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


